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Abstract—Following the immense development of cyber so-
ciety where various activities including e-commerce take place,
the demands for security is rapidly growing. Among major
causes of security flaws is human error, which is unintentionally
caused by humans. To cope with that, we intend to build
a human error database that automatically develops further.
We conducted a survey on human factors and concluded that
the root causes of human errors are related to the internal
mental processes, and the cognitive-psychological methodology
is a feasible for the estimation of them. Based on that this
paper proposes a framework that consists of data collection
methods and data structure. It also explores the usability of
the data by presenting use cases of human error prevention
and incident handling.
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I. INTRODUCTION

The human factor has long been recognized as the weakest
link in information security. Misjudgment often causes in-
formation leakage and malware infection, and misoperation
damages valuable data, including personal information as
well as business secret. Therefore, studies on human error
becomes a hot topic in the field of cyber security.

The root causes of human error were analyzed with
various aspects to protect assets from the errors. Particularly,
principles of psychology are related to the analysis [1];
people underestimate risk, people have limited time and
mental resources, security consequences are hard for people
to assess since they are abstract and hypothetical and that
losses are perceived as higher magnitude than gains.

The past studies primary challenged to understand, cate-
gorize and analyze the users behavior and their foundation.
Their contribution illustrated that the organization must
implement concrete security policies, e.g., Annex A. in
ISO27001 [2], educate their employee to have knowledge
of information security, and persuade them to follow the
organization’s best practice.

Unfortunately, lots of issue still need to be handled to cope
with human errors. In some cases, researchers have tried to
capture the cognitive models that users develop to under-
stand the threats, with the goal of improving educational
materials that users are more likely to understand. However,
the effectiveness of education was limited to the small
number of users; there can be much number of users who
were uneducated. Moreover, in real life, security is rarely
user’s primary goal [3]. The user is primarily concerned

with other tasks and hence, security cannot be foremost in
the users’ mind.

Our study aims at developing an automated system for
thwarting the damage caused by human errors. The key idea
is to store both users’ operational history and their internal
mental processes. To avoid human errors, we will develop
the interface to support users for their make decision in
regard to their mental model. As a first step, this paper
discusses the suitable methodology for recording users’
mental data. It then considers the construction of the resilient
defense system.

The rest of this paper is organized as follows. Section II
explains our related work, and describes our proposal in
section III. Section IV present several use cases. Section V
discusses the consideration for the system, and finally sum-
marizes our contribution in section VI.

II. RELATED WORK

This section provides the overview of failure analysis
studies, with the special focus on human errors in the context
of computer security, reported until now.

Failure analysis is the process of investigating the rea-
son of failure. Its process also collects and analyzes data,
and develops methods and/or algorithms to eliminate the
root causes of the failure. Zahran et al.[4] summarized
the categorization techniques for such analysis and intro-
duced the component-based categorization; the failure can be
caused of the components of information systems, namely,
hardware, software, communications networks, people, data
resources and organization. In case of the hardware errors,
past researches have analyzed the failure mechanism causing
specific devices and developed test models for hardware
improvements. Preventing software errors, many models of
the software development have been contributed, and the
typical research vector is source code analysis.

The analysis of human error is also important part in
failure study, as well as in cyber security. For instance, social
engineering, one of the most severe threats in the cyber
spaces, is used for both identity theft and malware infection
in which the targets are human rather than computer systems.
The research vectors against the attack are development
of educational materials [5], [6], user interface for end
users [7], [8], and detection methods [9]. Especially, the
interface studies investigated the reasons of users’ misoper-
ations [10] and misjudgments [11]. Based on their subjects



experiments, they clarified the mental model of users and
indicated the way for improving the user interfaces.

In the context of the people in enterprise, human fac-
tors were analyzed to mitigate risks in the organization.
According to Hawkey et al. [12], [13], challenges of IT
security managements were classified into technical factors,
organizational factors, and human factors. They also intro-
duced that the lack of security training and culture, the
difference of perception of risks, and “communication”, that
is, security responsibilities interact and communicate with
other stakeholders within the organization. To understand
human behavioral model, Parkin et al. [14] showed five
behavioral foundation, namely cultural, ethical, temporal,
mindset, and capability difference. Based on the foundation,
they developed ontology which aims at maintaining com-
pliance with ISO27002 standard [15] while considering the
security behaviors of individuals within the organization.

Alfawaz et al. [16] classified the characteristics of orga-
nizational subjects involved in these information security
practices. They analyzed the participants’ activities and
categorized individual security behaviors into four modes, (i)
Knowing-Doing mode, (ii) Knowing-Not doing mode, (iii)
Not knowing-Doing mode and (iv) Not knowing-Not doing
mode. Term ”Knowing” means that the participants know
the organization’s requirements for information security of
behavior and have security knowledge. ”Doing” also means
that they are doing the right behavior. The cases of (i) and
(iv) said that the participants (do not) know the requirements
and (do not) have the knowledge, therefore, they are (not)
doing the right behavior. The example of the mode (ii)
is that the participant is unaware of the requirements, but
asks someone before taking certain actions. The mode (iii)
is serious, that the participants do not perform the right
behavior even they know the requirements. In the context
of the study of misuse [17], the mode (i) was labeled as
”accidental” and the mode (iii) was labeled as ”intentional”,
that is, deliberate ignorance of rules. Aspect from the risk
management [18], the non-compliant people may possess a
limited understanding of the security threats, but are more
motivated toward immediate performance gains and hence,
circumvent security policies or refuse to follow the organi-
zation rule. In addition, IT saboteurs, who are malicious and
their goal is to disrupt the system, are analyzed aspect from
the insider IT risk management [19].

The earlier researches can be summarized that understand-
ing both the personal knowledge and his/her internal mental
processes is necessary for thwarting the impact of human
error; the organizations should educate their employee to
have enough knowledge of security risks, and also per-
suade the non-compliant employee. The most predominant
methodology is the development of the educational materials
in the former cases, the analysis of the human behavior in
the latter cases.

III. AUTOMATED MENTAL DATA COLLECTION

Our motivation is to store personal operation records,
as well as their mental model, in the automated manner.
The difficulty lies in the process of collecting data on
human’s internal mentality. Past researches tended to employ
questionnaire to people, but there still remains concern
for false return. To the view of this, the non-repudiable
methods for data collection are desired. We summarize the
requirements in section III-A and illustrate the collection
method in section III-B.

A. Requirement
To address the problem in collecting internal mental pro-

cesses, this paper borrows three concept of the information
security, namely confidentiality, integrity, and availability,
for the description of our requirement.

REQ 1: Confidentiality
Mental data typically includes personal informa-
tion, which is essentially privacy sensitive. Thus
the use and sharing of such data needs to be
careful. Organizations thus need agreement on the
use of such information with their employees.
The range of such information sharing must be
controlled; for instance, a person under unhealthy
mental condition can be identified by the em-
ployee’s section, division, department, or the orga-
nization following the employment contract. Orga-
nizations need to customize the rules for individual
employee. Note that this issue is beyond the scope
of this paper.

REQ 2: Integrity
Regardless of the impact of the fear of negative
evaluation, it can be naturally assumed that some
of people will conceal their mistakes. In fact,
disclosing mistakes often damage their own self-
image and professional standing. Instead of the
questionnaire-based methods, the proposed mech-
anism needs to employ the behavioral observation-
based methods that estimate the mental model as
the root causes of the human error.

REQ 3: Availability
The observation should employ the method which
is easily applicable to people. It should not take
much effort to start collecting data or disturb the
handling of people during the tasks performance.
Further more, people will not carry implants or
needles or other devices which may hurt them
in any way. The collected data also should be
useful to analyze and hence, it should be formatted
corresponding to the international standards.

B. Data collection
Based on the requirements explained in Section III-A,

we explored the method for collecting mental data. In the
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Figure 1. Cause-of-Failure map proposed by Hatamura (cited from [20])

context of cognitive psychology, it can be explored the
internal mental processes by observation of human behavior.
Herein, this paper introduces the following research domains
that might be helpful for the observation.

Eye Movements
Research on experimental psychology has evi-
denced a strong link between eye movements and
mental disorders [21], [22]. Leigh et al. [23] clas-
sified the eye movements into four categories –
Saccades, Fixations, Smooth pursuit movements,
and Vestibulo-ocular reflex. Generally, the saccadic
eye movement changes with what they are seeing.
In the context of mental model, it is reported that
the mental rotation is suppressed during the move-
ments [24], and that mental workload, which is the
indicator of a person’s mental/cognitive busyness,
can be estimated with saccadic intrusions [25].
Note that the eye movements are linked with visual
brain areas and hence, it does not reflect spatial
relations in meta models [26].

Facial Skin Temperature
Variation of facial skin temperature has received
some attention as a physiological measure of men-
tal status [27]–[29]. According to Genno et al. [30],
their experiments showed that temperature change
in nose area when subjects experienced sensations

like stress and fatigue. Further more, the thermog-
raphy, when combined with other modes of mea-
surement provides a highly automated and flexible
means to objectively evaluate workload [27].

Aside from the above methods, brain activity [31], skin
conductivity [32], heart measure, and blood pressure [33]
are feasible due to the sensitivity to workload changes, but
they tend to require much obtrusiveness for people [34]. In
regard to the availability, the non-intrusive methodology is
necessary.

IV. UTILIZATION OF COLLECTED DATA

This section discusses the utilization of the collected
data that consists of operational and metal data. In the
field of psychology, some research employed the statistical
techniques, e.g., machine learning and cluster analysis, to
develop an automatic analysis of eye tracking data [35].
Aside from such data oriented analysis, our study may be
able to utilize the correlation of the two distinct data. Within
the scope of the cyber security, the following sections show
several use cases.

A. Extension for Failure Knowledge Base
The Failure Knowledge Base [20] is constructed by

Hatamura et al, and mainly details failures made in the
machinery, materials, chemical substance/chemical plant,
and construction areas. There have been great responses
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<?xml version="1.0" encoding="UTF-8"?>
<xsd:schema targetNamespace="http://.../mentalinfo"
xmlns:xsd="http://www.w3.org/2001/XMLSchema"
xmlns:incident-mentalinfo="http://.../mentalinfo"
xmlns:ai="http://scap.nist.gov/schema/asset-identific

ation/1.1">

<xsd:complexType name="EmployeeType">
<xsd:sequence maxOccurs="unbounded">
<xsd:element ref="Name"/>
<xsd:element ref="Organization"/>
</xsd:sequence>
</xsd:complexType>

<xsd:complexType name="MentalType">
<xsd:sequence maxOccurs="unbounded">
<xsd:element ref="Saccadic"/>
<xsd:element ref="Fixations"/>
<xsd:element ref="Temperature"/>
</xsd:sequence>
</xsd:complexType>

<xsd:complexType name="TargetAsset">
<xsd:complexContent>
<xsd:extension base="ai:it-asset-type"/>
</xsd:complexContent>
</xsd:complexType>

<xsd:complexType name="Operation">
<xsd:sequence maxOccurs="unbounded">
<xsd:element name="Saccadic" type="xsd:boolean"/>
<xsd:element name="Fixations" type="xsd:boolean"/>
<xsd:element name="Temperature" type="xsd:boolean"/>
</xsd:sequence>
</xsd:complexType>

</xsd:schema># $
Figure 2. Preliminary schema for mental mode

from people not only in these areas, but also in the finance
and insurance industries. Figure 1 summarizes the causes of
failure, and shows that an individual has responsibility in the
cases of Ignorance, Carelessness, Ignorance of Procedure,
Misjudgment, and Insufficient Analysis or Research.

Our approach will extend this knowledge base by adding
mental models in each record of the knowledge base. For
instance, in the case of the ”Careless”, people cannot pay
sufficient attention due to extreme busyness or poor physical
condition. Provided the organization had such knowledge
base and stored the mental model for each employee, it can
realize the risk of human error when it has an employee
whose mental mode is impaired. It then can notify the op-
eration team before any incident is caused by the employee.

B. Incident Handling
In general, cyber security operations consist of three

domains: Incident Handling Domain (IHD), IT Asset Man-
agement Domain (ITAMD) and Knowledge Accumulation
Domain (KAD) [36]. IHD detects and responds incidents
occurred in cyber society. Their set of the investigation are
called forensics, including monitoring incidents, computer
events that composes the incidents, and attack behaviors
caused by the incidents. ITAMD runs cyber security op-
erations inside each user organization such as installing,

configuring, and managing IT assets in the organization. It
covers both incident preventive operations and damage con-
trolling operations in each organization. KAD researches cy-
ber security-related information. Then it generates reusable
knowledge for the other organizations and accumulates
them.

Since the basic of forensics is log analysis, ITAMD
usually requires recording the operation history to the assets;
such history reveals the unwanted changes in the assets.
Recall that our approach stores the operational log, as well
as the mental model. When IHD investigate the root causes,
the mental data will give hints to identify human-error.

For such incident handling, several international standards
have been proposed [37]–[40]. Toward the development of
cooperating these standards, preliminary schema for the
mental model can be defined as shown in Figure 2. The set of
the operator’s identifier, the operational target (assets), and
the mental data all of which can be described. Within the
schema, the operators mental can be identified as anomaly
or not. Comparing this scheme with using numeric variable
instead of Boolean is our future work.

V. DISCUSSION

This section discusses the methodology for implementing
our approach. This paper aims at developing automated
systems for thwarting the damage caused by human errors,
thus it showed how we will estimate the internal mental
processes by collecting data based on the cognitive psy-
chology. Hereafter, we describe our consideration for the
implementation.

We explored the research domains in which the damage
caused by human error is rapidly growing, and found that the
network operations, especially backbone network operations,
could not overcome the effect of human factor. Several case
studies [41], [42] pointed that a routing problem designation
reflects errors with the configuration or interaction of routing
protocols (BGP), and the predominant problems stem from
human error and misconfiguration of equipment. The recent
report also said that BGP incidents are generally caused by
human error and configuration errors [43].

Generally, network operators launch terminal application,
login to some servers, and enter commands in which they
often use command line interfaces. Due to that the context of
the operation can be easily extracted by monitoring keyboard
input events to the application, our system will collect both
operation logs and mental data.

Aside from the context of network operations, cyber secu-
rity operations are also related to human errors. In particular,
the modern attack vector called advanced persistent threat
often attempts to deceive people to infect malware. The
observation of the personal mentality is feasible to find when
people deceived.

In any contexts, toward the practical use, the indication
of the risk might be considered. For convincing users to



understand the human errors, the risk should be indicated
so that users can easily understand. There exist the area of
visualization study, where assorted studies such as [44] are
reported, and these techniques need to be incorporated.

Investigation of the individual difference about the mental
process is also important work item. The difference of the
skills, motivations, knowledge among people will affect our
systems to reduce human errors. Thresholds for anomaly
judgment should differ for each person. In regard to these
points as well as the work items explained in section IV,
we will design and implement our systems to thwart the
damages caused of human error.

VI. CONCLUSION

Everyone knows the phrase, ”Don’t drink and drive”,
which tells you that if you are drunk, never get behind
the wheel. In a metaphorical sense, our approach is an
installation of an alcohol analyzer to avoid drink-driving.

This paper introduced a framework that consists of data
collection methods and data structure. Although it was
difficult to completely eliminating the damage caused by
human errors, our methodology aims at thwarting them
in aspects from prevention and forensics. Based on our
survey, this paper focused on estimating the internal mental
processes as the root causes of the human error, and argued
our future challenge based on the cognitive psychology.

This is merely a first step toward the establishment of a
human error database that autonomously develops further,
and various other schemes need to be incorporated. As a
future work, we will implement its prototype and analyze
its feasibility and clarify further issues.
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